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ABSTRACT

Augmented reality (AR) is a technology of merging additional information generated from a computer model into a user’s view to enhance or augment perception of a real environment. One of the key tasks for augmented reality in GIS is to make the virtual and real scene merged correctly to support user’s operation and decision. 
Firstly, in most of augmented reality systems the real object is static, such as wall and architectures. While the researches pay no attention to dynamic object tracking. In order to solve this problem, the paper analyzes and compares the existing registration methods: registration of augmented reality based on a few markers points with different colors and natural characteristics to find the essential difference between those two methods. In the former, the position and orientation of identification points and video of template are given. So the transition matrix between the identification template and the image plane can be gotten. While in the latter, spatial information is introduced. 
Secondly it proposes a new registration method which not only uses idea of identification point registration, but improves it to realize registration in outdoor video augmented reality, which uses a see-through head mounted display (HMD) showing the result of registration, and a single color CCD camera capturing video. Furthermore, the paper utilizes 3D compass and GPS attached on user’s body to calculate transition matrix from world coordinate system to camera coordinate system, which 3D compass provides rotation parameters through three angles including pitch, heading and roll. Simultaneously, the translational parameter is supplied by GPS receiver. And the transition relation from virtual coordinate system to world coordinate system is given. 
Lastly, transition matrix from virtual coordinate system to the image plane can be calculated. Only by this, 3D virtual object generated by computer model is added into the HMD as a whole. Synthetically, video-based registration offers a superior approach to 3D registration of dynamic object.
1. INTRODUCTION

Augmented reality (AR) is an important branch of Virtual Reality technology with the features of combining additional virtual information generated from a computer model and real objects, real time interactions and 3-D registration to enhance or augment perception of a real environment. Outdoor Augmented Reality is a new direction in the field of AR research in recent years. The biggest obstacle when constructing a successful outdoor AR system is the lack of accurate tracking techniques in outdoor environment. While geographical information system (GIS) plays an important role in management and processing of spatial data which describes plane position and basis outline of spatial object. As for true representation of the real world, it is not enough. Therefore, the paper introduces AR into GIS to promote the development of outdoor AR system, and also would explore a new research direction for geographical information science. Research on registration method in video-based augmented reality is a hot-topic and key technique in improving the existing augmented reality system.

2.  REGISTRATION METHODS IN AR
Registration in AR projects computer-generated images over a user’s view of the physical world. With this extra information presented to the user, the physical world can be enhanced or augmented beyond the user’s normal experience. The additional information that is spatially located relative to the user can help to improve their understanding of it [1]. From the following figure 1, we can see the significant of registration in AR. Although registration can be finished by electromagnetic tracking device [2] or ultrasonic detector [3], the accuracy and scope of application of them don’t meet factual demands. Recently, there are many institutes, colleges and university to develop study in AR. At domestic, main organizations are Beijing Institute of Technology, National University of Defense Technology, University of Electronic Science and Technology and Huazhong University of Science and Technology etc., while at abroad, there are SIEMENS AG in  Germany, Columbia University in America, Vienna University in Australia, Nara Association in Japan and so on. All those units have achieved some efficient results in camera correction algorithm, designs of see-through head mounted display, visual tracking technology.
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Figure 1: Registration of virtual body in the real scene
From figure 1 can be seen, registration in AR checks the head location and sight of user’s real time. Then, according to the checking results, the projection location of virtual information in the real space coordinates can be determined and displayed in the correct location of the real image. It specifically includes the following contents:

   Tracking: checking user’s location and sight to realize the transform from world space coordinates system to observation coordinates system.
   Correction: correcting tracking device of AR system such as camera calibration technology to finish the next matching of virtual body in real scene.
Matching: after gaining tracking information, it implements the transform from 3D virtual body to 2D image plane that is called virtual image superposition process.
3. ALGORITHM THEORY AND DERIVATION
To explain algorithm theory of registration, four coordinate systems must be introduced.

(Xw , Yw , Zw) denotes world coordinates which describes the real world. (ξηζ) shows the virtual coordinates which describes the geometric feature of virtual body . (Xc , Yc , Zc) remarks camera coordinates which shows the observation space. (xc , yc ) expresses screen coordinates and parallels respectively with Xc and Yc of camera coordinates. Figure 2 shows the four coordinate system model and their transformation. 
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Figure 2: Coordinate systems

On account of the position of the added virtual body in the world coordinates is determined by system functions, that is, the transformation matrix A  from  (ξηζ) to (Xw , Yw , Zw) is given.
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If the transformation matrix B from (Xw , Yw , Zw) to (Xc , Yc , Zc) is known. The geometric description (ξηζ) of virtual body can be transformed into (Xc , Yc , Zc).
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According to (1) and (2) transform, registration is completed by projecting the virtual body in camera coordinates into screen coordinates (xc , yc ).
4. PRACTICE AND PROCEDURES
The paper focuses on registration method of Outdoor AR which utilizes hardware registration instead of landmark points. From the above algorithm derivation, the key step in registration is setting up relations between world coordinates and camera coordinates. Transformation matrix B is calculated by camera’s displacements and posture in world coordinates. It surveys camera’s location by GPS attached on user’s body and obtains camera’s posture through three parameters pitch angles, heading angles and roll angles by 3D electronic compass to get [RB TB]. Concrete steps are as follows:
Firstly, capture video by CCD attached on user’s body
Secondly, reading data from GPS and 3D electronic compass and getting transformation matrix from world coordinates to camera coordinates.
Thirdly, building the scope of threshold based on viewfinder properties of camera and transforming into viewfinder constraints in world coordinate.
Lastly, rendering virtual body by OpenGL to output image synthesis in STHMD if the coordinates of the virtual bodies within viewfinder constraints. Else, capturing the next video and starting from step two.
Based on the above steps, the paper designs simply a 3D modeling of cubic to verify the algorithm effectiveness.
5. CONCLUSIONS
Compared with virtual reality, registration in augmented reality environment not only location and posture of user’s head, it also need match accurately virtual body generated by computer with real scene. Therefore, it has so higher demands in registration algorithm that the existing algorithm can not meet. The new method significantly simplifies the registration system and has good versatility. Simultaneously, numeric solution is a linear process and needs little computation. By a simple case study, it can be run in outdoor AR real time. In sum, research of registration method in video-based augmented reality is one of the most promising ways. 
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